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For question (4) I provide two answers: 

- My original answer, where I perform a doubling trick with regimes of 

lengths given by the integer part of ar instead of 2r; the constant may be 

improved but I explain why we still have a gap w.r.t. law of the iterated 

logarithm 

- An answer by Dau Hai Dang (a student who took the course in Spring 

2019), where he explains how a modification of the Borel-Cantelli 

lemma, based on a doubling trick (!), does the job 

This all should be some food for thought!  

And maybe a clearer summary can be written (also with lower bounds). Please 

send me your notes if they are worth it!  
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